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USAGE OF STATISTICS IN STUDENT RESEARCH WORK

The relevance of the topic is due to the demand for statistical processing of experimental data in the
preparation of research work. Students often have difficulty analyzing a large amount of data. However
in order to analyze the data for practical purposes, it is not necessary to be fluent in mathematical formu-
las, probability theory, or mathematical analysis. There are various types of programs that can be utilized
without in-depth knowledge of the applied mathematics.

The purpose of the article is to present methods of statistical processing of information, the main
directions of the use of data in student research papers. The authors of the article introduce the types of
research in the field of statistics, give examples for each of them. They consider where the data comes
from, how they receive the data, what they look for in the data, how to process the data, and how best
to work with the results. The main direction of scientific research is a description of skills, the process of
building a model, the applied software and algorithmic tools, the possibility of using various statistical
data processing programs.

The research methodology is based on the concepts of domestic and foreign researchers, who have
a scientific platform, based on the principles of objectivity, concreteness. The value of this work is that
students will learn to use these statistical methods in their research, develop a research methodology,
process and interpret data, and correctly use the results.

Key words: statistical method, data processing, statistical research; student studies; statistical data
processing.
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CTYAEHTTEpAiH, 3epTTey XXYMbICbIHAQ CTAaTMCTHKA DAICIH KOAAAHYbI

TakbIPbINTbIH, ©3EKTIAIr FbIABIMM-3EPTTEY >KYMbICTAPbIH AabIHAAYAQ TOXipUOEAIK MOAIMETTEPAI
CTaTUCTUKAABIK, OHAEYre AEreH CcypaHbicka OaiAaHbICTbl. CTyAeHTTep KeOiHeCEe YAKEH KOAEMA]
AEPEKTEPAI TanpayAQ KMbIHABIK, Kepeai. bipak aAepekTepai MpakTUKAAbIK, MakcaTTa TaAAdy YLUiH
MaTeMaTUKaAbIK (POPMYyAAAaPAbI, bIKTUMAAAbIKTAP TEOPUSCbIH HEMECe MaTEMATMKAAbIK aHAAM3AT epKiH
MEeHrepyAiH KaXKeTi XO0K,. >KyMbIC Ke3iHAe KOAAAHbIAATbIH MaTeMATMKaHbIH, MBHIHE TepeH, YHiAMer-ak,
KOAAaHYyFa 6OAATbIH TYPAI OaraapAaManap 6ap.

MakanaHbIH, MakcaTbl — aKmnapaTTbl CTaTUCTMKAAbIK, OHAEY SAICTEpiH, CTYAEHTTEPAIH FbIAbIMU
>KYMbICTapbIHAA MOAIMETTEPAI KOAAQHYABIH HETi3ri 6aFbITTapbiH YCbIHY. MakaAa aBTOpAapbl CTaTUCTMKA
CaAaCbIHAAFbI 3epPTTEYAEPAIH, TYPAEPIH YCbIHAaAbl, OAAPAbIH 8PKAMCbICbIHA MblCaraap KeATipeai. Oaap
AEPEKTEPAIH KalMAaH aAblHFAHbIH, OAAPAbl KaAanm KaObIAAAMTbIHbIH, AEPEKTEPAl KaAai i3AEMTIHIH,
AEPEKTEPAI KaAalh BHAEYAI XXKHe HOTMXXEeAEpPMEH KaAal AYPbIC XXYMBbIC iCTeyAl KapacTblpaAbl. fbiAbiIMU
3epPTTeYAIH Herisri 6arbiTbl — AAFAbIAAPAbI CUMATTAY, YATIHI KYPY MPOLECi, KOAAAHOAAbI DafrAapAaMaAbIK,
»KacakTama >kaHe aArOPUTMAIK KyPaAAap, MOAIMETTEPAT BHAEYAIH BPTYPAI OafraapAaMarapbiH KOAAAHY
MYMKIHAITI.

3epTTey SAiICTeMeCi FbiAbIMM MAATOpMachbl Oap, OOBEKTUMBTIAIK, HaKTbIAbIK, MPUHLMNTEPIHE
HEerisAEAreH OTaHAbIK, >KOHE LUETeAAIK 3epTTeyLliAepAiH  Ty>KblpbIMAAMaAapblHA Heri3AeAreH.
BYyA >KYMbICTbIH KYHABIAbIFbI CTYAEHTTEPAIH 3epTTey 0apbiCbIHAQ OCbl CTATMCTMKAAbIK, SAICTEPAI
KOAAQHYADI, 3€pPTTey ©AICTEMECIH KacayAbl, AEPEKTEPAI BHAEYAI XKBHe TYCIHAIPYAI, HBTUXeAepAi
AYPbIC NMalAAAQHYAbI YHPEHEA.

TyiiH ce3aep: CTaTUCTUKAABIK, BAIC, MOAIMETTEPAI BHAEY, CTaTUCTUKAADIK, 3epPTTEYAEP, CTYAEHTTIK
OKY, CTaTUCTUKAAbIK, MOAIMETTEPAI BHAEY.
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MeTOA CTAaTUCTUKU B UCCACAOBAHUAX CTYAEHTOB

AKTYaAbHOCTb TeMbl 0OYCAOBA€HA BOCTPEOOBAHHOCTbLIO CTATUCTMYECKON 00paboTKM 3KCrepm-
MEHTaAbHbIX AAHHbIX MPU MOArOTOBKE HAyYHO-MCCAEAOBATEAbCKOM PaboThbl. CTyAEHTbI YacTO MCMbl-
THIBAIOT TPYAHOCTM MPU aHaAM3e GOAbLIOrO MAacCMBA AaHHbIX. HO AAS TOro, 4TOGbI aHaAM3MPOBATH
AQHHbIE B MPaKTUYECKMX LEAsIX, He 00513aTeAbHO CBOBGOAHO BAAAETb MaTeMaTUUecKnmm (hopMyAamMm,
Teopuen BepOSTHOCTEN MAM JKe€ MaTeMaTMUeCKMM aHaAM30M. ECTb pasanuHbie mporpammbl, KOTopble
MOXHO NMPUMEHSITb, TAYBOKO HE BHUKAsi B CYLIHOCTb MCMOAb3YEMOM TamM MaTeMaTHKM.

Lleab cTatbM — MpeACTaBMTb CrMocobbl CTaTUCTMYECKOM 06paboTkM MH(OPMaLMM, OCHOBHbIE
HarpaBAEHMs MCTIOAb30BaHMS AQHHBIX B CTYAEHUYECKMX MCCAEAOBATEAbCKMX paboTax. ABTOPbI CTaTby
3HAKOMSIT C TMMaMM UCCAEAOBAHUI B 0BAACTM CTATUCTUKM, MPUBOAST MPUMEPDI MO KaXKAOMY M3 HUX.
PaccmatpumBaloT, oTkyaa 6epyTcsi CTaTUCTUMUECKME CBEAEHMS, KaK MOAYyYaloT AAHHbIE, UYTO MILYT M
Kak Hy>XHO oOpabaTbiBaTb AAHHble, Kak Ayduie paboTaTh C MOAyYEHHbIMU pe3yAbTaTamu. OCHOBHOE
HarpaBAEHME HAy4YHOTO WMCCAEAOBAHUSI — OMMCAHME HaBbIKOB, MPOLIECCA MOCTPOEHUS MOAEAM,
MPYMEHSIEMbIX MPOrPAaMMHbIX M AATOPUTMUYECKUX CPEACTB, BO3MOXKHOCTM MCMOAb30BaHMS PA3AMUHBIX
Nnporpamm CTaTMcTMYeckon o6paboTKM AaHHbIX.

MeToAOAOMMS MCCAEAOBAHUSI CTPOUTCS Ha KOHUEMUMSAX OTEYECTBEHHbIX M 3apy6esKHbIX UCCAe-
AOBaTeAei, KOTOpPbIE MMEIOT MoA COOOM HayuHylo MAATOPMY, OCHOBaHbI Ha MPUHUMMAX OObEK-
TUBHOCTM, KOHKPETHOCTU. LIeHHOCTb AaHHOM paBoTbl B TOM, YTO PE3yALTaTbl UCCAEAOBAHUSI MOTYT
ObITb MCMOAb30BaHbI NMPU 06YYEHUM CTYAEHTOB METOAAM CTAaTUCTMKM, METOAOAOTUM HAYUHbIX MCCAE-
AOBaHWI, yMEHMSIM 06pabaTbiBaTb M MHTEPMPETUPOBATbH AQHHbIE, KOPPEKTHO MCMOAb30BATb MOAYYEH-

Hble pe3yAbTaThl.

KAloueBble cAoBa: MeTOA CTaTMCTMKKM, 00paboTKa AaHHbIX, CTAaTUCTUYECKME MCCAEAOBAHMS,
CTYAEHYECKME UCCAEAOBaHMS, CTaTUCTUYeckast 06paboTka AaHHbIX.

Introduction

The use of statistics in a scientific way is entirely
modern. Although that all policy maker knew about
the role of statistics in policy of goverenmnets, in
ancient times there were counts of people, but no
scientific study made of the results. As statistics and
data studies are understood as a group of facts relat-
ing to a part or whole of a country or society, every
country has an organization for statistics and data
researchs of country. In Afghanistan, this organiza-
tion is known as National Statistic and Information
Authority, which works to create a single scientific
data registration system. National Statistics and In-
formation Authority, formerly known as the Central
Statistics Organization, was established in 1972 as
an independent authority within the government
of Afghanistan in order to establish a coordination
mechanism for managing statistical information
within all sectors in the country. Through 1973-
1978, NSIA extended establishing offices in other
provinces of the country. In 1991, NSIA was pro-
moted from Central Statistics Organization to a min-
istry. However, this lasted only for one year.

Students programs for statistics and related ma-
jors often contain opportunities for students to im-
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prove skills and experience in the practice of sta-
tistics beyond their regular course work. Examples
from organizations with student’s statistics programs
take in research courses (Yesilcay 2000), capstone
courses (Spurrier 2001), consulting courses (Vill-
agarcia 1998; Boomer, Rogness, and Jersky 2007),
and consulting centers (Legler et al. 2012). Each of
these examples offers students with opportunities
to apply what they have learned from statistics and
to develop communication and other skills needed
for success as a statistician. At issue, however, is
how statistics and socieial science faculty without
a statistics major or minor or a consulting center
can provide related experiences for their students,
to employ them in the practice of statistics. Some
statistics and socieal science faculty have the op-
portunities for mathematics and general education
students to occupy in the practice of statistics. For
example, one of the consulting courses described by
Boomer, Rogness, and Jersky (2007) is open to stu-
dents who are not majoring in mathematics but who
have completed an introductory statistics course. A
data analysis course (Schafer and Ramsey, 2003)
can also provide statistics majors and non-majors
alike with practice in statistics skills beyond an in-
troductory course. However, for statistics and social
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science faculty teaching in departments where con-
sulting or data analysis courses are not available,
supervising students research projects can provide
opportunities to expose students to the biger array
of works associated with the practice of statistics.
In this article the main is to engage students to the
statistics discipline. Will combine a summary of the
skills students need to be effective statistical prac-
titioners, as well as recommendations for statistics
and social science faculty interested in supervising
students research projects and a summary of the
overall benefits of student’s research.

Material and methods.

The reaserch methodology of this article is
qualitative library based study. Informations and data
are togetherd from prestigious research articles with
case study reaserch. This article contains examples,
applied projects and practical informations, which
obtained from newst articls.

Literature review. Increasingly, researchers,
theorists, and practitioners emphasize learning
as a social phenomenon [Lave & Wenger, 1991;
McGinn, 2009; Packer & Goicoechea, 2000;
Salomon & Perkins, 1998). People finteract and
learn in social settings, and part of what they learn
is social content. Even when individuals fwork or
study independently, they interrelate with books
and tools that are socially located. To know better,
it is therefore necessary to pay on the social milieu
for that learning, which fontains considering who
learners are, whom they interrelate with, and what
learners and others do. [Social learning theories
also draw attention to the relationship between the
social milieu where [learning is developed and the
social milieu where learners are expected to apply
that learning. This focus leads some scholars and
practitioners to advocate for “authentic learning”
where the setting for finitial learning is designed
to resemble the settings for desired application
(Herrington & Herrington, 2006; Rule, 2006).
Salomon and Perkins (1998) provide an inclusive
review of a multitude of ftheoretical and empirical
investigations of the ways that learning is social.
For this study, I assume their typology to describe
learning opportunities for statistical works. [

Questions of research|

What is the role of statistics in research? [

How do we use statistics in research? [

What are the types of statistics? [

How are statistics important? [

What is the relationship between statistics and
research?f

Statistical analysis and statistical thinking
involve much more than manipulating numbers
using set formulas (Reid & Petocz, 2002; Wild &
Pfannkuch, 1999). Producing, composing, applying,
using, understanding, or communicating statistics
requires tacit knowledge, heuristics, communication
skills, and a facility to capitalize on the social
situation. Gephart (1988) coined the label “ethno
statistics” to refer to community-specific approaches
that shape the use of statistical methods in research.
The field of ethno statistics involves the “empirical
study of how professional scholars construct and
use statistics and numerals in scholarly research”
(Gephart, 2006, p. 417). Gephart (1988, 2006)
delineated three general areas of scholarship within
ethno statistics: (a) ethnographic studies of groups
who produce statistics (e.g., Latour & Woolgar,
1986; Lynch, 1985), (b) analyses of the technical
and practical assumptions involved in producing
statistics (e.g., Cohen, 1994; Lieberson, 1985), and
(c) analyses of the use of statistics as rhetorical or
persuasive devices in research publications (e.g.,
McCloskey, 1985; Roth, Bowen, & McGinn,
1999). All three areas of scholarship reveal that
contingent practices and artful decision making are
ubiquitous in statistical analysis. Findings drawn
from the field of ethno statistics stand in stark
contrast to mainstream beliefs about the perceived
objectivity and precision of statistical methods.
Many novice’s statistics users seem to believe
that statistical methods of data analysis proceed in
strictly methodical fashion whereby the researcher
uses a pattern recognition strategy to select data
analysis methods that match the research question
and accumulated data. This myth suggests that once
the researcher has selected the “correct” strategy, it
is a simple matter of following the corresponding
steps to complete the analysis, and the results of
this analysis are then slotted into a research report
template. Experienced statistics users know that
researchers are not constrained in this way, yet
the myth persists, leading statistics educators to
question how to support students to develop more
accurate and robust conceptions of statistics (Reid
& Petocz, 2002).

Results and discussion.

In describing their research, consulting and
other courses or programs, several authors have
showed what features of statistical practice their
programs payed on. (Legler et al 2012) provided
examples of how their consulting center encounters
recommendations to train students in the practice of
statistics that were established forth by the American
Statistical ~ Association>s ~ Students  Statistics
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Education Initiative (USEI). The consulting center
develops statistics skills in these five catagorys:
statistical skills

mathematical skills

nonmathematical skills

computing skills

substantive area skills

Toward developing students’ skills, Spurrier’s
(2001) capstone course includes a series of eleven
statistical methods-based practices augmented by
other modules to develop students’ communica-
tion and consulting skills. Since the projects differ
each time a research project course is offered, the
skills described by (Yesilcay 2000) are project de-
pendent. Though, they typically include choosing a
suitable statistical model, data collection and analy-
sis, and interpretation of results. (Boomer, Rogness,
and Jersky 2007) and (Legler et al. 2012) defined a
similar reliance on the flexibility of statistical con-
tent required for a successful consulting experience
for their students. (Das 2013) included some ex-
amples of exact mathematics skills and functional
area skills (e.g., background knowledge of actuar-
ial mathematics) that were required by students to
complete their students research projects. However,
each of these experiences develops students’ skills
in various ways, they share a common theme of
working to answer a real problem. The components
of statistical practice were improved by (Pfannkuch
and Wild 2000) in an article summarizing a series
of interviews with professional statisticians on their
working experiences. The PPDAC (Problem, Plan,
Data, Analysis, Conclusions) framework apllyed in
this article to define these statisticians’ understand-
ings offers an effective structure for conducting stu-
dents research in statistics.

Although data analysis, modeling, and consult-
ing are a big part of what statisticians do, one statisti-
cal activity that is not a part of the student’s research
experiences described above is the enlargement and/
or assessment of new or improved statistical meth-
ods. The students research projects that have been
mentored often offer students with this experience.
Though this approach to dealing with multicol-
linearity may not be a practical option, the student
learned about the effectiveness of remedial mea-
sures for multicollinearity and about the importance
of designing a suitable data collection protocol. A
student compared numerous methods for determin-
ing the number and type of parameters needed for
fitting a time-series model to a collection of simul-
taneous datasets consisting of Twitter “tweets” from
cities across the United States. Hence, two other stu-
dents created a modified form of Fleiss’s kappa for
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situations where raters made more than one rating
on the same set of objects. They then assessed the
usefulness of their kappa measurement on a dataset
with nine dissimilar rating criteria and compared the
results to using Fleiss’s kappa on the nine ratings in-
dividually. Each of these research projects involved
developing a new method or measure and then con-
ducting simulations to evaluate their way or mea-
sure and to compare it to existing methods.

Related to the program described by Legler et
al. (2012), we try to provide research opportunities
that appeal to and are accessible to mathematics
majors. Students research projects that emphasize
mathematical derivations and simulations, rather
than data analysis and statistical applications alone,
are reachable even to mathematics students with
limited exposure to statistical methods and statisti-
cal thinking. The fact that the discipline of statistics
combines a wide variation of activities and skills,
from theoretical and mathematical results to appli-
cations and computational methods, is what that we
try to demonstrate to research students with each
project. These projects can contain some original
work toward filling a gap in statistical knowledge,
but that has not always been a must for my projects,
contrary to the recommendations of (Das 2013) and
some definitions of student’s research (e.g., Roberts
2013). Furthermore, there is facility for student’s re-
search projects in statistics to provide students with
substantive content area skills, mostly through inter-
disciplinary collaborations. Examples contain math-
ematical modeling (McMillan and Lickley 2008),
biological systems (Diaz et al. 2009, and Friedman-
Gerlicz 2009), environmental data (Carlson and
Ecker 2002), physical properties (Senko 2010), and
social structures (Egesdal et al. 2010). In each of
these examples, substantial knowledge of the disci-
pline underlying the data or system is essential for
students to place their results in the fitting context.

Benefits of Students Research

Students research is one type of active learn-
ing and much has been mentioned on its benefits
as used across many disciplines (see, e.g., Russell
et al. 2007, Petrella and Jung 2008, and Lopatto,
2010). Within the mathematical sciences and statis-
tics disciplines a number of of the authors cited in
this article offer some discipline-specific and other
benefits. (Yesilcay 2000) prepared a summary of
benefits for students, from problematic description
and model selection to increasing students’ capac-
ity for independent study, teamwork, and leadership
skills, as well as potential employment opportuni-
ties for students. (Das 2013) described the prog-
ress of links between students and the mathematics
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community resulting from contributing in student’s
research and the importance of academic year re-
search projects for faculty which are not linked with
a summer research program. (Roberts 2013) includ-
ed the supplementary benefit for faculty engaged in
student’s research of providing a break from other
academic responsibilities. For many faculty men-
toring students research offers an opportunity to
progress their research and/or work with statistical
methods and tools that are not part of the classes
they teach. Students research is also a suitable way
for faculty to share their likes on learning and their
interest for discovering something new. Like the im-
pacts described by (Legler et al 2012), most of the
students shoed interest on to do an honors project
based on their research. All but two succeed on to a
graduate program in mathematics or statistics, with
several earning a Ph.D. in statistics. Students re-
search in statistics, like data analysis and consulting
projects, has the possibility to provide students with
training in “the full range of skills required for suc-
cessful application of statistics” and to determine to
students “what is exciting about the field of applied
statistics” (Schafer and Ramsey 2003). If conducted
as part of a research or consulting course, students
can also use their students research practice to meet
a major or minor requirement, belongs on the re-
quirements at their institution. Many institution in-
cludes an experiential learning requirement as part
of general education program and several students
use their students research skill to meet this con-
dition. While some disagreement appears, among
the authors cited here about the degree to which a
students’ research project in statistics must contain
original work to fill a gap in knowledge, all agrees
with the “ultimate goal” of students research for stu-
dents as stated by Roberts (2013), “to improve their
educational experience and to progress their interest
in scholarly work.”

Students Research in Statistics

Besides to promoting the USEI guidelines,
(Legler et al. 2012) also highlighted the experi-
ential learning aspects of student research and the
significance of promoting interdisciplinary projects
to get ready students for working as part of a team
of scientists. They also provided a timeline for re-
search activities, starting with literature review and
data analyzing and ending with poster presentations
and a research log. (Delzell 2012) defined a phase
structure for conducting research with students
(data acquisition, visualization, analyses, and com-
munication). She also provided cooperative hints,
potential pitfalls, and marginal applications based
on her experiences. The PPDAC framework used to

define statisticians’ experiences in (Pfannkuch and
Wild 2000) also provided an importent structure for
conducting student research in statistics. (Das 2013)
suggested six steps for conducing students research:
(1) discover a gap in knowledge, (2) literature
search, (3) analysis of the problem (brainstorming),
(4) develop method, (5) perform study, and (6) peer
review.

Numerous researchers have provided guidance
on increasing and mentoring students’ research, ei-
ther in mathematics or in statistics. (Roberts 2013)
defined issues with the associated problems of select-
ing good students’ and finding a suitable problem.
He provides sequences of questions to pay attention
when selecting students’ and approaches to devel-
oping research projects. Yesilcay (2000) deliberated
the major work and activities required to find proj-
ects and prepare students for conducting research.
Project progress starts during the previous academic
year by making interaction with government offices
and other sources for information. Preceding to the
academic year research project, students’ could join
in a voluntary summer “apprenticeship in statistics”
with the agency they will be working to become ac-
quainted with the agency and the research problem.

Types of Students Research Projects in
Statistics

A study of student’s research projects in statis-
tics from numerous sources exposed five different
types of projects based on the types of activities stu-
dents carried out. (Sources that were used include
Yesilcay (2000), a list of Students Senior Statistics
Abstracts from Robin Lock’s site at St. Lawrence
University http://it.stlawu.edu/rlock/ussa/, theSIAM
Students Research Online journal http://www.siam.
org/students/siuro/, the American Journal of Stu-
dents Research http://www.ajur.uni.edu/, The Col-
lege of New Jersey Journal of Student Scholarship
https://joss.pages.tcnj.edu/, and the Pi Mu Epsilon
Journal http://www.pme-math.org/.) The titles and
abstracts of the projects available at these sources
were studied for statistical content and focus. Arti-
cles recognized through this method were accessed
and reviewed to classify project goals and methods
used. Projects were categorized according to similar
student knowledge and project results. Projects that
displayed characteristics of multiple project types
were further studied to identify the main purpose or
goal of the project. The five-project types are de-
fined below, each with a short description of two or
more representative projects.

Data Analysis Projects

The main goal for this type of project is to apply
a statistical model or method, like regression analy-
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sis, to existing data regarding to answer a research
question by creating summary statistics or provid-
ing parameter estimates. E. g, for an environmental
studies project (Carlson and Ecker 2002) students’
operated with a team of scientists and statisticians to
measure changes in water quality in two lakes. A va-
riety of water quality variables were examined (e.g.,
phosphorous, dissolved oxygen, and turbidity) using
discriminant analysis and Analysis of Covariance
(ANCOVA) to compare the two lakes and to deter-
mine if the lakes had changed from 1999 to 2000.
The project described by Delzell (2012) where stu-
dents’ analyzed African war and temperature data is
another good example of this kind of project. Two
other examples include the use of statistical methods
to test for compliance to Benford’s law (Pike 2008)
and the use of quantile regression and time series
to analyze temperature changes over time (Leider
2012). Finally, Cooper, Kirksey, and Diaz (2015)
defined the use of regression analysis to evaluate the
use of an algebra diagnostic test as a predictor for
success in a preliminary statistics course.

Observational Research Projects

For these projects, students plan a survey and
data mining procedure that they carry out with the
goal of answering an exact research question us-
ing data analysis methods. Alternatively, the data
can be mined observationally following a speci-
fied convention. For example, students planned and
implemented a survey to find out the relationships
between work-related attitudes, health and coping,
and family issues among male and female managers
and nonmanagers in a large manufacturing organi-
zation (Apperson et al. 2002). In another example,
Senko (2010) defined an observational study to as-
sess the necessities of hard of hearing students’ and
to determine best practices for meeting those needs.
The student conducted site visits at three different
elementary schools and then used grounded theory
analytic approach (Glaser and Strauss 1967) to ana-
lyze her field notes and make recommendations of
significant factors for defining academic placement
for hard of hearing children.

Experimental Research Projects

These projects are more like survey research
projects but students plan an experiment to collect
data to analyze rather than using a survey or obser-
vational protocol. (Hubers et al. 2003) defined an
investigational study to examine how participant
motivation and experience through the experiment
effects participants’ compliance in completing a
meaningless task. Using a factorial design, the stu-
dents studied how motivation, required vs. voluntary
contribution, and being treated as a data producer
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vs. a coinvestigator impacted participants’ comple-
tion of the task. In another example project, students
compared an agent-based model with a self-exciting
point method to model gang movement (Egesdal et
al. 2010). Both models were compared by using a
histogram analysis and the Akaike information crite-
rion. As an example a study to examine the impact of
fat content in diet on health problems in mice (Diaz
et al. 2009) and a comparison of teaching scores be-
tween contributors in a professional development
program and a control group of teachers (Campan-
elli and Dougherty 2010). Experimental projects can
also be advanced for students with a mathematics
or engineering background. like, Leon-Cazares and
Xoconostle-Luna (2014) described an experimental
project to evaluate the accuracy of a model of an
electric vehicle. The students’ compared simulated
racing data with experimental results.

Statistical Methods Projects

These projects differ from those focused on data
analysis in that students work on the development
and evaluation of a new statistical method, or make
comparisons between a new method and estab-
lished, traditional methods of analysis. For example,
students may derive properties of new methods
mathematically or discover them through simula-
tions and applications. In Grimmer (2005) the stu-
dent proposed a model to explain voting behaviors
and compared this model to ones found through a
literature review. Additional examples include the
development of error bounds for hypergeometric
probabilities (Jalal 2001), a new visualization of
Fisher’s iris dataset (Benson-Putnins et al. 2011),
and a comparison of different methods for generat-
ing a phylogenetic tree (Leung 2012). In addition,
several projects involving statistical methods that |
have conducted were described above.

Probability Projects

The main goal of these projects is to find answers
for questions involving the probability of some event
or to make predictions using a probability model. Stu-
dents might derive a possibility distribution or use a
known probability distribution in a new setting, then
produce approximations and predictions using the
distribution or through simulations. Examples include
a study of the misclassification rates of hypertension
(Friedman-Gerlicz and Lilly 2009) and the use of dif-
ferent random number generators for Monte Carlo
simulations in mathematical finance (Pita-Juarez and
Melanson 2011). The consulting project described
by Villagarcia (1998) also fits in this category. For
this project, engineering students conducted simula-
tions to model the probability that power stations will
be down and then used their results to simulate the
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power supply. Two projects that has been studied in-
volved simulations to evaluate a probability. For the
first project, the student ran simulations to evaluate
the probability of one item on the top seven items in
each of three lists of 30 ordered items. For the second
project, the student investigated the probability which
fewer than two women would be employed in seven
independent job searches using Bernoulli random
variables. In each case, the students ran the simula-
tions and then derived the corresponding probability
distribution.

Conclusion

An overview of the example projects mentioned
here determines the dissimilar ways that students
research can contribute to the development of the
skills students need for the practice of statistics.
Each of these projects contains experience in one or
more of the USEI skills listed in Section 2. Many
of the projects mentioned above involved data and
modeling in other disciplines, like, environmental
science, psychology, education, and biology, which
need the development of substantive area skills
for analyzing data and interpreting the results.
Furthermore, to a range of different statistical
methods, some of the projects also required
substantial mathematical skills, such as engineering
and actuarial mathematics. Besides software used
for data analysis, many of the projects also needs
computing skills to conduct simulations and develop
data visualizations. This study also suggests the
position of establishing relations with faculty in other
disciplines where statistical methods are a significant
part of students’ preparation, for generating project

topics and creating interdisciplinary partnerships.

The projects listed above also demonstrates the
wide array of sources for project data and mathematical
and other topics where statistical methods are fitting.
With some thought and preparation, it should be
possible to design a student research project in
statistics to link the needs and interests of faculty and
students, and to uphold student interest in statistics as
a career or graduate school option. Interested faculty
may start by considering which courses they teach
that might lead to potential interesting projects as
well as to students with interest in and appropriate
background for those projects. They might also pay
on how to structure the project and what research
activities students can successfully do within the
time allotted for the research project. If a consulting,
capstone, or other regular course offering are not a
possibility, faculty can investigate offering students
research opportunities over a directed study or similar
course format.

For statistics and social science faculty teaching
at institutions without a major or minor program in
statistics, it can be problematic to provide interested
students with experience in all of the components
of effective statistical practice by existing statistics
courses. Students research is suitable way to fill gaps in
students’ preparation for employment as a statistician
or for graduate school in statistics. Moreover, to
growing up students’ exposure to the practice of
statistics, participation in student’s research has
other assistances for both students and their faculty
mentors. The goals of this article were to encourage
statistics instructors to consider developing and
mentoring students research articles and to provide
a summary of the diverse kinds of possible projects.
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