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DEVELOPING A PLATFORM FOR CROSS-BORDER
INVESTIGATIVE JOURNALISM IN CENTRAL ASIA

The article focuses on the collection of information from open sources. It analyses those situations
where the data does not simply provide a neutral and direct view of the world, but rather has to do with
politics and culture, finance and authority. It examines the institutions and infrastructures that underpin
data collection, from surveys to statistics, from climate science to social media platforms.

The aim of the study is to look at data journalism not only in terms of how things are represented, but
also in terms of how it organizes relationships, so that it is not just about creating data stories (through
data collection, analysis, visualization and presentation), but also about who and what these stories bring
together (including audiences, sources, methods, institutions and social media platforms).

Scientific novelty and significance of the work lies in its exploration of handling big data within the
field of media communication and journalism in Kazakhstan and other Central Asian countries. It delves
into topical areas such as the “platformization” of cross-border investigative journalism, the customiza-
tion of data alerts and the database of offshore leaks, which are examined in detail. The application of
open data in Kyrgyzstan is also discussed in detail. The research strategy and approaches employed in
the field of media and communication are also addressed, adding to the overall significance of the study.

The article employed applied methods of social research, including quantitative and qualitative ap-
proaches. It involved expert analysis of the works of domestic, Western and Russian researchers, along
with the establishment of classifications based on the study’s methodology. The results of the study hold
significant practical importance for the implementation of information and communication processes
within the political system of the state. Scope: media and communications, sociology, etc.

The value of the study is that the tools of big data have been considered, focusing on the investiga-
tion by journalists of social problems in the region in achieving a sustainable future.

The practical significance lies in the development of new approaches for training competent com-
munication professionals and journalists in Kazakhstan and other Central Asian countries.

Keywords: big data, data journalism, alert systems, investigative journalism, databases, digitaliza-
tion, platform.
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OpTtanbik A3usigarbl TpaHCLLIEKapanblK XYPHAJIMCTIK 3epTTeynepail nnargopManaHybl

3epTTey XyMbICbl allblK AepeK Ke3aepiHeH aknapaT >XuHayra 6arFbiTTanFaH. byn 3epTrey aepektep
aneM Typanbl 6enTapan XaHe Tikenen TyCiHik 6epin KaHa KoliMall, cascaT neH MaJIEHUETKE, KapXbl
MeH bunikke 6alnaHbICTbl Macenenepai Tanganabl. CayanHaManapaaH CTaTUCTVMKara, KuMaT Typarsbl
FBUTbIMFA, 9N1EYMETTIK Meana nnaTdhopManapbiHa AeliH AepeKkTepai )XUHAyAblH Heri3iHAe XaTKaH WH-
CTUTYTTap MeH MHdpakypblibiMaap KapacTbipbliagbl.

3epTTey XYMbICbIHbIH MaKCaTbl — A€PEKTEP XYPHANMCTUKACbIH 3aTTapAblH Kaslail YCbIHbIIaTbIHABIFbI
TYPFbICbIHAH FaHa eMeC, COHbIMEH 6ipre OHblH KapbiM-KaTblHAacTbl Kajal yMbiMAacTblpaTbiHAbIFb
TYPFbICbIHAH Aa KapacTbipy. SIFHM, aTanMblll Makasa Tek AepeKkTep TapuxblH Kypy Typasbl FaHa emec
(nepekTepai XuHay, Tangay, BU3yanusaumnsl XKXoHe YCblHY apKblfibl), COHbIMEH KaTap, ayAUTOpPWSIHBI,
OepekKe3aepai, aaicTepai, MekeMenepai xxoHe aneyMeTTik Meana nnatdopmanapbiH bipikTipeai.

3epTTey XXYMbICbIHbIH FbI/IbIMA YXaHasblFbl MEH MaHbI3ablnbiFbl Ka3akcTaH MeH OpTanbik A3us
engepiHif MeanakoOMMYHMKaLUMS XXoHE >XYPHANUCTMKA CanacbiHAAFbl Y/IKEH AEepPeKTEPMEH XXYMbIC
icTeyniH e3ekTi acnekTinepiHae aTtblp. TpaHClWeKapanblK Teprey XypHanucTukacbliH nnatdopma-
nay, AepekTep Typasibl eCKepTynepi opHaTy, oddLIOpsbIK arFbin KeTynepre 6ainaHbICTbl MaNiMETTED
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6a3acbl cusKTbl barFbITTapaarbl 3epTTeynep enken-Tenkenni KapacTolpbinaabl. KplpFbi3cTaHAa aLlblk
fAepektepai KongaHy ascel keH 6onbin Tabbinaasl. Meama xaHe KOMMyHMKaLMS canacbliHAa MaHbI3Abl
6071bIN caHanaTblH 3epTTey CTpaTerusachl MeH Tacinaepi Kosranaabl.

3epTTey bGapbicbiHAa 2/1eyMeTTiK 3epTTeynepaiH kongaHbanbl agicTepi konaaHbinabl. CaHAbIK,
XKOHe cananblk 3epTTeynep, atan anuTkaH4a, oTaHAblK, 6aTbICTbIK X3He peceinik 3epTTeyLlinepaiH
XYMbICTapblHa capanTamanblk Tangay, Xikreynep 3epTTeyAiH SAiCHaManblk HerisiHae >acangbl.
3epTTey HaTMXXenepi MeMEKETTIH casicu XyieciHaeri aKknapaTTblK-KOMMYHUKaUMUAbIK NpouecTepai
Xy3ere acblpya Y/IKeH NpakTUKasbIK MaHbI3Fa ne.

KongaHy canacol: Meama xaHe KOMMYHWKaLuus, OneyMeTTaHy xaHe T. 6.

3epTTey XYMbICbIHbIH KYHABIbIFbI — XXYPHANUCTepAiH TypakTbl 60naluakka Kon xeTkizyaeri ocbl
alriMaKTbIH 2N1eyMeTTIK MacenenepiH Tepreyre 6arbiTTanFaH YIKeH AepeKTep Kypanaapbl KapacTblpbliabl.

3epTTey XYMbICbIHbIH, MPaKTUKasbIK MaHbI3abblFbl — KasakcTaHaa >xaHe OpTanbik A3usHblH H6acka
[a enaepiHae KOMMyHUKauusnap 6ovbiHWA Ky3blpeTTi MaMaHAap MeH XXypHanucTepai Aasipriayabiy
)KaHa TocinaepiH a3ipneyMeH alikbiHAANaabl.

TyiiH ce3aep: Y/IKEH AepeKTep, AePeKTEp XKYPHANNCTUKAChI, ECKEPTY XYMenepi, Teprey XypHanu-
CTMKacbl, ManimeTTep 6a3ackl, LumMdpnaHabipy, nnatgopma.
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Mnatc¢opMn3auua TPaHCrPaHNUHOI KYPHANIMCTUKN paccnefoBaHuii B LieHTpanbHoit Asun

CraTbsa nocesilleHa cbopy MHGOPMaLMK M3 OTKPbITbIX MCTOYHWMKOB. B AaHHOM MccneaoBaHUMM aHa-
NN3NPYIOTCA CUTYauun, Npu KOTOPbIX AaHHbIE HE MPOCTO Aal0T HeﬁTpaanoe N nNpsaMoe npeacraBieHne
0 MUpe, HO CKOpee CBS3aHbl C MOSIMTUKON U KYNbTYPOW, A€HbraMu U BNacTblo. PaccMaTpuBatoTCs UH-
CTUTYTbI M UHDPACTPYKTYPSI, Nexallne B ocHoBe cbopa AaHHbIX — OT 06CNIeA0BaHMI [0 CTaTUCTUKM,
HayKu 0 KnnMaTe A0 nnaThopM coLmanbHbIX CETEN.

Llenb nccnepoBaHus — pacCMaTpmBaTh XXYPHANUCTUKY AaHHbIX HE TOMbKO C TOYKM 3pEHUst TOro,
Kak npeacTaBneHbl BELWW, HO U C TOUKM 3PEHUS TOrO, Kak OHa OpraHM3yeT OTHOLUEHUS —TakK, YTobbI
peyb Lia He TOJIbKO O CO3ZaHUM UCTOPWI AaHHbIX (MOCpeACTBOM cHopa, aHanusa, BU3yanusaumm u
N3M0XKEHNS AaHHbIX), HO M O TOM, KOFO M YTO 3TW UCTOPMM 06BbeANHSAIOT (BKIOYAs ayAUTOPUID, UCTOY-
HMKKW, METOADI, YYPEXAEHUS 1 NNAaTdOPMbl COLMASIBbHBIX CETEN).

Hay4Hasi HOBM3Ha M 3HAYMMOCTb PaboTbl 3aK/IKYAKOTCA B aKTyasbHbIX acnekTax paboTbl ¢ 60/b-
WMMK JaHHBIMK B cpepe MeanakoMMyHMKaLUiA U XypPHaNUCTUKM KasaxcTaHa v cTpaH LieHTpanbHom
A3nu. MoapobHO paccMaTpuBalOTCS MCCNEAOBaHMA Ha TaKMX HamnpaBieHusX Kak nnatdhopmusauuns
TPaHCTPaHUYHOW XYPHANIUCTUKWN PacciefloBaHWi, HAaCTPOMKa OMOBELLEHWUI O AaHHbIX, 6a3a AaHHbIX
odLWOopHbIX yTeyek. [leTanbHO pa3bupaeTcs NpUMMEHEHWE OTKPbITbIX AaHHbIX B KblpreiscTaHe. 3aTpa-
rMBaloOTCA UCCNeaoBaTeNbCkas CTpaTerst U Noaxodbl, KOTOpble SIBASIOTCA 3HAaYMMbIMKM B cdhepe mMeama
N KOMMYHUKaL M.

Mpu paboTe Haj CTaTbel NPUMEHSIUCL NPUKIAAHbIE METOAbI COLMANbHbIX UCCneaoBaHni. Konu-
YeCTBEHHbIE ¥ KaYeCTBEHHbIE UCCIEA0BaHMS!, B YaCTHOCTH, SKCMEPTHbIVM aHanm3 paboT OTeYeCTBEHHbIX,
3anadHbIX U POCCUMICKMX MccnefdoBaTenel, knaccudukaumm 6binvM caenaHbl Ha METOA0JIOrMYECKON OcC-
HOBe MccneaoBaHus. PesynbTaTbl MCCNeA0BaHNS MMEIOT 60/blIoe NPaKTUYeCcKoe 3HaYeHne npu pe-
anu3aummM MHGOPMALMOHHO-KOMMYHMKALIMOHHBIX MPOLIECCOB B MOSIUTUYECKOM CUCTEME roCyZapCTBa.

0O6nacTb NpUMEHEHNs: Meana 1 KOMMYHMKaLMK, COLMONOrna U T.A4.

LleHHOCTb NpoBeAEeHHOr0 MCCIeA0BaHNS COCTOMT B TOM, YTO OblIM pacCMOTPEHbI MHCTPYMEHTbI
60NbLWKMX AaHHBIX, CHOKYCMPOBAHHBLIX Ha PAaCcCNefoBaHMSX XXYPHaNMCTaMy COLManbHbIX NpobnemM AaH-
HOMO pervMoHa B AOCTMXKEHMUN YCTOMYMBOrO ByayLiero.

MpaKTuyeckoe 3HadyeHue onpeaensieTcsl pa3paboTKoi HOBbIX MOAXOAOB K MOArOTOBKE KOMMETEHT-
HbIX CMELMANNCTOB MO KOMMYHUKaLMSIM U XXYPHA/IUCTOB B KasaxcTaHe M Apyrux cTpaHax LleHTpanbHol
Aznn.

KnroueBble c/oBa: 60/bluMe AaHHbIe, XYPHANUCTUKA AaHHbIX, CUCTEMbI OMOBELLEHUS, XKYPHaIN-
CTUKa paccnefoBaHusi, 6asbl AaHHbIX, LnbpoBmn3aums, niatdopma.

Introduction but also with a focus on organising relationships.

In other words, to consider not only the tasks of

This paper aims to examine data journalism not  collecting, analyzing, visualising data, but also the
only as the collection and analysis of open data, impact of these stories on mass audiences, news
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sources, media practices, institutions and social
media.

Snowden’s revelations, which occurred a de-
cade ago, proved that total surveillance of both ma-
jor technology companies and entire countries was
real and not a figment of someone’s imagination.

Snowden’s analysis of the leaks proved that no
one is incognito anyone through big data practices
(Gray, J., & Bounegru, L., 2019).

In the US, Nate Silver’s 2014 edition of
FiveThirtyEight, a manual on data journalism, pro-
voked a negative reaction as it suggested the use of
quantitative methods and negatively assessed ‘opin-
ion journalism’ (Byers, D. (2014, March 19).

The situation became more complicated when
Silver achieved success in accurately predicting the
outcome of the 2012 US election. However, trig-
gered a wave of criticism following 2016 presiden-
tial election, in which Donald Trump was elected.

At the same time, the UK witnessed the occur-
rence of Brexit, the role of populist right-wing lead-
ers in the world increased and the so-called “post-
truth” emerged (Davies, W., 2016), characterized by
a widespread loss of faith in state institutions, the
authority of experts and the growing role of online
platforms in all spheres of life. Consequently, con-
sumers of information became increasingly vulner-
able to various manipulations and misinformations
(Jasanoff, S., & Simmet, H. R., 2017).

Whether the so-called ‘post-truth’ moment is
seen as evidence of failure or as a call to action, one
thing is clear: data can no longer be taken for grant-
ed, and neither can data journalism. It highlights that
data does not offer a purely objective and unfiltered
perspective on the world; rather, it is intertwined
with politics, culture, finance and power. The insti-
tutions and infrastructures that underpin data collec-
tion, ranging from surveys and statistics to climate
science and social media platforms, currently facing
challenges and scrutiny. Amidst the global spread of
the COVID-19 pandemic, figures, graphs and rank-
ings related to the virus have been widely shared,
discussed, and both politicized and depoliticized.
Daily epidemiological charts, including the concept
of “flattening the curve”, have become integral to
public health strategies. The pandemic has not only
increased awareness of data usage, but also has also
brought about changes in attitudes towards digital
reporting and data utilization (Bounegru, L. and J.
Gray (eds.), 2021).The study’s scientific novelty
and significance lie in its focus on working with big
data in the field of media communication and jour-
nalism in Kazakhstan and Central Asian countries.
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The study makes an effort to comprehend the ap-
plication of open data in Kyrgyzstan and to explore
research strategies and approaches that hold signifi-
cance in the field of media and communication.

The article employed applied methods of social
research, including quantitative and qualitative ap-
proaches. It involved expert analysis of the works of
domestic, Western and Russian researchers, along
with the establishment of classifications based on
the study’s methodology. The study’s findings hold
significant practical importance for the implemen-
tation of information and communication processes
within the political system of the state.

Data journalism can be seen not only in terms of
how things are represented, but also in terms of how
it organises relationships. It involves not only cre-
ating data stories through data collection, analysis,
visualisation and presentation, but also considering
the individuals and entities involved, such as audi-
ences, sources, methods, institutions and social me-
dia platforms). Thus, we can ask, as Nortier Marres
recently put it, “What are the methods, materials,
techniques and mechanisms we curate to create
spaces where problems can be solved differently?”.

Materials and methods

The platformization of cross-border investiga-
tive journalism is a growing phenomenon, support-
ed by the same technopositivism as the current trend
towards the platformization of society (Dijck, J. van,
Poell, T., & Waal, M. de., 2018). Data hosting plat-
forms for cross-border investigations began to gain
prominence around 2010 in the context of data leak-
age investigations. One of the most prominent and
impactful example of large-scale journalistic col-
laboration on a platform is the investigation known
as the Panama Papers, which received the Pulitzer
Prize. To organise data collection and reporting for
the 500 journalists involved in the Panama Papers
investigation, the International Consortium of In-
vestigative Journalists (IC1J) developed a platform
called Global I-Hub Wilson (Chapman, A.,2017).
Ryle (2017) characterizes the platform as a special-
ly designed technology that used to interrogate and
disseminate information, bring journalists together
in an online newsroom and ensure that journalists
work as one global team. It is often referred to as the
“ICWC Virtual Office” or “Facebook for Journal-
ists” by both editorial and research staff at ICWC
(Hare, K., 2016; Raab, B., 2016).

Data and cross-border investigations are sup-
posed to be a perfect combination, empowering
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independent journalistic cooperation (Coronel, S.,
2016). There are implications that very few actors
operate such platforms, and that a large number of
journalists depend on them for cross-border jour-
nalism. One of them can be understood as what in
the “big technology” landscape has been called a
“hyper-modern form of feudalism” based on data
ownership. (Morozov, E. , 2016).

Access to such platforms is protected by many
layers of security for many good reasons, and not
every journalist can gain access. A key question is
who decides who is in and who is out, and what are
the rules are for making these decisions, and what
friction and conflicts that may arise as a result. Par-
ticipation in such platforms is usually governed by
a basic non-disclosure agreement or partnership
agreement that details the responsibilities of the
journalist or media outlet receiving access, usually
with little reference to their rights. Such systems
and their management schemes are not designed
with co-ownership principles in mind, but rather as
centrally owned structures, with monitoring of us-
ers’ actions and control of breaches of agreements
as built-in functions (Candea, S,2021).

The adoption of this model in investigative jour-
nalism, similar to other aspects of the sharing economy
carries the risk of creating a precariat for investigative
journalism. This risk is evidenced in the self-descrip-
tions of some organizations operating within these
platforms. For instance, the OCCRP (Organized Crime
and Corruption Reporting Project) describes itself as
“AirBnb or Uber journalists” aiming to undertake “big
cross-border investigations” (OCCRP, 2017).

The business model of large network intermedi-
aries in investigations can indeed resemble a digital
platform with the gig economy. Access to the plat-
form can be revoked at any time, the management
may not be open to discussions, surveillance of
user activity is built in, and “money is better off not
counting” (Lillian Pierson, 2020).

In order to create hot stories, media profession-
als working with data need to have access to the
most current and relevant data from the most trusted
organisations, which requires journalists to have ac-
cess to alert systems that send alerts through various
channels (Lillian Pierson, 2020).

The first step in any data story is to find a dataset
to analyse. For academic authors, a natural source is
to share the results of any article that you think tells
a compelling story. Many scientists publish their
non-analytical data on open access platforms such
as Dryad and GitHub, a practice that allows others,
whether other scientists or journalists, to explore and

use the published results. And even data that is not
shared through open access channels is often avail-
able on demand (Betsy Ladyzhets, 2020).In any case,
the decision to use the results of a particular study in
a data story requires careful consideration.

Priyanka Ranwal, science writer and data re-
porter at Climate Central, notes that the process of
finding a dataset can depend on the task. In some
cases, you may have a question (for example, “How
many Americans have been tested for COVID-19?”)
and you can find a specific dataset that answers that
question. In other cases, you may come across an
interesting dataset (say, the Global Health Security
Index) and try to formulate a question based on it.

When exploring a potential dataset for use in a
project, consider whether the data tells a compelling
story. Are there any obvious trends or interesting
outliers? Will readers want to explore the figure, or
will they prefer to jump straight to the conclusion?
For example, a story that gives an overview of bio-
diversity hotspots might be useful with a map or
diagram showing where these habitats are located
around the world and how they are threatened by hu-
mans. In contrast, focusing on the numerical results
of various trials in a story about testing a new medi-
cal treatment can distract readers’ attention from
comprehending the qualitative conclusions about
what the treatment seems to have achieved so far
and what steps to be taken.

In addition to these questions of value to the
reader, consider the logistical issues. Can the data be
downloaded? Is it released under Creative Commons
licences? What do all the data labels represent? Do
you understand the research methods, caveats and
implications, or will you need to seek clarification
from a scientist or press officer?

There are several publicly available and jour-
nalist-friendly sources of data that can complement
scientific papers. Here are a few of them:

- The World Health Organization’s Global
Health Observatory, a repository of international
data on a wide range of health indicators.

- The Centers for Disease Control and Preven-
tion (CDC), a central source of health information
in the US, including data and fact sheets on issues
ranging from flu cases to wildfire prevention.

- The national Oceanic and Atmospheric Ad-
ministration: National Centers for Environmental
Information (NOAA: NCEI), a central source of
weather and disaster data in the US.

- Climate Central, a non-profit climate research
organisation that serves local journalists and meteo-
rologists through its climate programme.
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- Cochrane Reviews, a repository of medical ev-
idence. (Members of the National Science Writers
Association get free access to this resource.)

- Global Biodiversity Information Facility
(GBIF), an open access biodiversity platform with
over 1 million species occurrence records from both
institutions and citizen science platforms.

- International Union for Conservation of Na-
ture (IUCN) Red List, Endangered Species Data; the
Red List has an Application Programming Interface
(or API), which is essentially a programming plat-
form that researchers can use to mass upload vast
amounts of data. Journalists can apply for an API
key to use the interface.

- Data plural, a collection of “useful/interesting
datasets” compiled by BuzzFeed news data editor
Jeremy Singer-Wine. Singer-Wine sends out supple-
ments to the collection in a free weekly newsletter.

- The information is excellent, a publication ded-
icated to data visualisation has made all the datasets
underlying its visualisations freely available. These
datasets are cleaned and updated as needed, making
them easy to explore for novice data journalists.

- Google Dataset Search allows users to search
for data on any topic with easily customisable filters
for dataset formats and usage rights.

- Tabula, a tool for converting PDFs into data
files. DocumentCloud, a similar tool, also has a
repository of publicly available open-source docu-
ments that have been through the process.

- The Freedom of Information Act (FOIA) re-
quests investigative material that requires journalists
to request information from government agencies.
A handbook on data journalism includes a FOIA
primer by investigative journalist George Padaysky.

The British Bureau of Investigative Journalism
collects data from various sources gathered during its
investigations in a database called Drone Warfare.

Databases can also be created for the purpose
of further journalism, as a tool to facilitate research.
The International Consortium of Investigative Jour-
nalists has established and maintains an Offshore
Leakage Database that collects data from the Pana-
ma Papers, the Paradise Papers and other investiga-
tions.

Similarly, the Organised Crime and Corruption
Reporting Project (OCCRP) maintains and updates
the OCCRP data, which provides access to over 19
million publicly available records. In both cases, the
primary user of the tools was not expected to be the
average reader, but rather journalists and research-
ers who would use the tools to further investigate
any information found.
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Bellingcat is a Dutch investigative journalism
website that focuses on open-source intelligence
(OSINT) and fact-checking. It was founded in July
2014 by British journalist and former blogger Eliot
Higgins. Bellingcat publishes the results of both
professional and civilian investigative journalism
in war zones, human rights abuses and the under-
world. Members of the site also publish guides to
their methods and case studies.

To facilitate collaboration, the International
Consortium of Investigative Journalists (IC1J) has
developed a communication platform called Global
Hub, based on open-source software components.

Described by its users as a “private Facebook”,
it allows for the same direct exchange of informa-
tion that takes place in the physical newsroom.

Reporters join groups that follow specific topics-
countries, sports, art, court cases or any other topic
of interest. Within these groups they can publish re-
ports on even more specific topics, such as a politi-
cian they have found in the data or a specific trans-
action they are researching. This is where much of
the discussion takes place as journalists cross-check
information and share notes and documents of inter-
est (Diaz-Struck, 2021).

It took several projects for the ICWC to get jour-
nalists used to the iHub. ICWC regional coordina-
tors provide support to help them access the platform
and resolve technical issues. This is key to ensuring
that journalists meet the required safety standards.

The International Consortium of Investigative
Journalists (ICIJR) investigates who is behind more
than 785,000 offshore companies, foundations and
trusts from the Panama Papers, Offshore Leaks, Ba-
hamas Leaks and Paradise Papers investigations.
The ICWC published its first edition of the Offshore
Leaks Database in 2013, using graphical databases
to allow readers to examine the links between offi-
cials and more than 100,000 offshore entities. At the
time of writing, that number has grown to more than
785,000 offshore entities, including from subsequent
leaks such as the Panama and Paradise Papers. The
ICWC first attempted to use graphical databases with
the Swiss leaks, but it was with the Panama Papers
that graphical databases began to play a key role in
the research and reporting phase. Investigating 11.5
million complex financial and legal records contain-
ing 2.6 terabytes of data was a challenge. Using net-
work graphing tools such as Neo4J and Linkurious,
ICWC was able to enable partners to quickly explore
the links between individuals and offshore entities
(Diaz-Struck, 2021). For the Panama Papers project,
graphical databases and other specialised technolo-
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gies such as the Knowledge Centre and the Global
I-Hub were connected by journalists from nearly 80
countries working in 25 languages through a global
virtual newsroom. As of April 2019, governments
around the world have paid more than $1.2 billion
in fines and unpaid taxes as a result of the Panama
Papers investigation.

Some 35 current and former world leaders and
more than 300 government officials appear in the
offshore company files dubbed Pandora’s Papers.
The documents reveal the owners of some of the
95,000 offshore companies behind these purchases.

Most of the files are in Pdf format, images,
emails, invoices and the like, which are not easy to
find. Using technologies such as Apache Tika (to
extract metadata and text), Apache Solr (to create
search engines) or Tesseract (to convert images to
text), ICWC engineers created open-source software
called Extract with the sole purpose of turning these
documents into searchable, machine-readable con-
tent.

Results and discussion

In November 2017, Kyrgyzstan became the 75th
country to join the Open government partnership
(OGP).

According to the Law on Access to Information
Under the Jurisdiction of the State Bodies and Local
Self-Governments of the Kyrgyz Republic, the main
principles of freedom of access to information are
its public availability, objectivity, timeliness, open-
ness and reliability.

The main areas are open data, transparent public
procurement, accessible public services and trans-
parency of the mining industry. As part of the coun-
try’s implementation in the initiative, a roadmap, the
National Action Plan (NAP), which includes 19 ini-
tiatives, was approved by government decision on
16 November 2018.

In January 2018, Kyrgyzstan launched the
“Open Data” project of the State Committee for In-
formation Technologies and Communications. It in-
volves publishing information from state bodies on
a special portal, which is currently only available on
request. “Open Data” is an 18-month project of the
State Committee for Information Technologies and
Communications. It was launched back in Novem-
ber 2017, but became fully operational in January
2018. It ended in June-July 2019.

The main objective of the project was to cre-
ate a government portal for open data and provide
mechanisms for public access to it. This is a unique

resource for a wide range of users: business, media,
academia, students, NGOs, civil society and research
companies. Every citizen will have free access to the
data from all public authorities on a single website.
The data in question is impersonal information that
is non-personal (Vesti.kg, 2018).

Twelve government agencies of the Kyrgyz Re-
public were involved in the pilot phase. These are
the Ministry of Education, the Ministry of Econo-
my, the Ministry of Finance, the National Statistical
Committee, the State Registration Service, the Tax
Service, the Mandatory Health Insurance Fund, the
Investment Promotion and the Protection Agency,
the Ministry of Health, the State Committee for In-
dustry, the Energy and Subsoil Use, the Ministry of
Justice and the Customs Service. The portal united
215 datasets from 12 pilot government agencies in
Kyrgyzstan and this information is now freely avail-
able to everyone.

According to the SCITC study, data on trade,
the labour market and education are now most in
the highest demand in Kyrgyzstan. The demand for
such information is particularly characteristic of
business structures. Now the data from government
agencies are open, their datasets are being updated,
and the information is also available in machine-
readable format.

The State Registration Service of the Kyrgyz
Republic has digitised public sector data, and these
public bodies have ready databases in machine-
readable format and can share them. By mid-2019,
the data from these public bodies have been made
available on the website.

This project was implemented as part of the
larger five-year Digital CASA Kyrgyzstan project,
of which Open Data is a part. It envisages a com-
plete digital transformation of Kyrgyzstan by 2023,
providing the internet to all remote regions of the
country to access open data at the level of local gov-
ernments and regional offices.

The willingness to share their data is also impor-
tant. Open data and working with it is a new format
for Kyrgyzstan. Kyrgyzstan is used to working with
government agencies as owners of data in question-
and-answer format, the Open Data project aims to
reformat the consciousness of officials, accustoming
them to openness and accountability to the people.

A large stratum of the work is devoted to educat-
ing users represented by the media, business, NGOs,
state bodies and researchers in order to ensure the
relevance of open data. It is a fact that the business
representative is often confronted with the problem
of finding free information. The National Statisti-
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cal Committee provides a wide range of data on its
website. However, some people argue that the data
is not sufficient for in-depth analysis as it is overly
generalized. To access more detailed information, it
is necessary to pay for additional data.

The “Digital Kyrgyzstan” concept, adopted five
years ago, is a national strategy focused on digital
transformation. Its primary goals include empower-
ing the population by improving digital skills, de-
livering high-quality digital services, and improving
overall efficiency.

The concept includes 60 projects aimed at im-
proving the digitisation of documents, introducing
the Sanarip aimag system into the work of state in-
stitutions, digitising of the system of the State Agen-
cy for Architecture and Construction, developing
the electronic circulation of documents, developing
and expanding the E-Kyzmat and Tunduk systems,
and many others.

In autumn 2021, the President of the Kyrgyz Re-
public Sadyr Japarov signed a decree on the creation
of the State Agency for Personal Data Protection in
the country. The document is designed to optimise
the management system and implement the Law on
Personal Information. The Agency will ensure the
protection of personal data, the rights of personal
data subjects, the registration of holders of personal
data, the maintenance of the register of holders of
personal data arrays, and the newly established body
will perform other tasks and functions in accordance
with this law.

“As practice shows, the digitalisation process in
the country is currently experiencing great difficul-
ties. This is evidenced by complaints and dissatis-
faction on the part of citizens due to bureaucracy in
receiving public services. In order to improve the
situation that work has begun on the new concept
“Digital Economy of the Kyrgyz Republic — 2021-
2023”, which aims to create a customer-oriented en-
vironment. Basic and infrastructure projects should
not be forgotten,” said Ulukbek Maripov, Head of
the Cabinet of Ministers of the Kyrgyz Republic,
emphasised at a meeting on digitalisation on 11 May
2021.

On September 14, 2021, Ulukbek Maripov,
Head of the Cabinet of Ministers of Kyrgyzstan, fa-
miliarized himself with the system of mobile iden-
tification and the work of the mobile application
“Teksher”. He noted that everything is being done
in Kyrgyzstan to make the process of obtaining state
and municipal services more convenient and easier.
In the same year, the issue of work on mobile iden-
tification through mobile devices was raised, which
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will undoubtedly increase the population’s access to
the process of obtaining public services in an online
format. With the Teksher mobile app, everyone will
be able to quickly check the legality and quality of
goods by scanning the code on the packaging. If the
goods turn out to be counterfeit, the inspection au-
thorities will be notified at once.

In 2021, an open database of environmental
research was launched in Kyrgyzstan with the as-
sistance of the MuvGreen Public Association. The
purpose of this database is to provide materials that
can be utilized for analysis, scientific research, as
well as the preparation and writing of journalistic
materials pertaining to environmental issues in the
Kyrgyz Republic.

The environmental database includes research
on air quality, biodiversity, energy, climate change,
land and water resources, transport, water resources,
agriculture and waste management.

The database provides current information and
includes mandatory source links to the for the data.
It offers access to materials regarding the state of
the environment in Kyrgyzstan, environmental as-
sessments of the country, and other valuable publi-
cations. “The data is publicly accessible, regularly
updated, and can be utilized in environmental pro-
tection studies. Additionally, journalists and re-
searchers can create professional materials using
this data, with the requirement of proper attribution
to the data source and acknowledgment of the ‘Mu-
vGreen’ Public Association, — noted in the organiza-
tion (24.kg, 2021).

An article published on the Journalism Cen-
tre’s website, “How the ‘platform’ approach helps
Azattyk to develop”, describes how Radio Azattyk
switched to the platform model in early 2020. Ac-
cording to this model, all materials are immediately
published on all available platforms and then col-
lected into sections and projects on the website. In
addition, Azattyk also uses social networks and mes-
sengers to distribute its materials and communicate
with its audience. The platform approach in Central
Asian media involves the use of multiple platforms
to distribute content. Instead of relying on a single
distribution channel (e.g. traditional television or
print press), media outlets use multiple platforms,
such as websites, social networks, messengers and
other digital communication channels, to reach a
wider audience.

The advantage of the platform approach is that
it allows the media to be more flexible and efficient
in distributing content. Instead of relying only on
traditional communication channels, the media can
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use new technologies to reach a wider audience, in-
cluding young people and those who prefer more
digital platforms. In addition, the platform approach
also allows the media to better adapt to changes in
the media landscape. For example, as social media
become more popular, the media can increase their
activity on these platforms. Some media outlets in
Central Asia, such as Radio Azattyk, use the plat-
form approach to reach a wider audience in the re-
gion. They use multiple communication channels,
such as websites, social networks and messengers,
to distribute their content and interact with the au-

Table 1 - Classic and digital tools used in investigative journalism

diences. This allows them to be more flexible and
adapt to changes in the media landscape.

It is problematic to make an exact comparison
between classical and digital tools of investigative
journalism in Central Asian countries, as each coun-
try has its own specifics, cultural, political and le-
gal nuances that can influence the choice of tools
for investigative journalism. However, it is pos-
sible to provide general information on how classic
and digital tools are used in investigative journal-
ism in Central Asia. Some of these are presented
in Table 1.

Type of activity

Classic tools

Digital tools

Document research Manual search of archives

Searching online archives, using OCR

Covert video recording Use of hidden cameras

Use of smartphones with cameras

Financial research

Analysis of financial reports

Use of open databases, online payment sys-
tems

Social media research

Manual retrieval of information on social media

Use of specialised tools, e.g. Netvizz

Witness and expert surveys

Personal interviews, telephone interviews

Online surveys, videoconferences

Information collection on site

Eyewitnesses, photos and video on scene

Use of smart phones for photos and video,

data transfer via internet

Data research Manual data analysis

Using visualization and data analysis soft-
ware

Using cryptography

Manual encryption of messages and documents

Using encryption to secure correspondence
and confidential documents

Using VPNs No

Using VPNs to protect confidential infor-
mation, bypass blocking and filter content
on the Internet

Table 2 — Investigative journalism tools in Asian media

Classic tools

Digital tools

Interviews with sources

Email, messengers, social media

Observation of events Online streaming, social
media monitoring, surveillance cameras

OnnaiiH-TpaHCISILUI, MOHUTOPHHT COLMANIBHBIX CETEH, KaMepbl
BUI€OHAOIIOICHUS

Research of archival documents

Electronic databases, scanners

Paper research Electronic versions of newspapers | DieKTpoHHbIE BEpCHH I'a3eT U KypHaJIOB

and magazines

Field investigations

Mobile apps for audio and video recording, GPS navigation

Investigating secret sources

Secure communications, encrypted messaging

Searching for information in open sources

Search engines, databases, social networks

Analytical methods

Machine learning algorithms, databases

It should be noted that this is only a general list
of tools that can be used in investigative journalism,
while specific tools and methods depend on the spe-
cific tasks and resources available to journalists.

An example of the classic and digital tools of in-
vestigative journalism on Kazakhstan’s websites is
the investigation conducted by journalists from Ra-

dio Azattyk (the Kazakh service of Radio Liberty)
into how state officials and business representatives
use offshore companies to hide their income and as-
sets. In their investigation, the journalists used vari-
ous classical methods, such as interviews with par-
ticipants and open source analysis, as well as digital
tools, including databases of offshore companies
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and analytical tools to analyse connections between
companies and individuals. (rus.azattyq, 2022)

One of the results of the investigation was the
publication of a database containing information on
companies registered offshore and associated with
Kazakh government officials and businessmen. The
journalists also used social media to disseminate in-
formation about their investigation and draw atten-
tion to the issue. Thus, an example of a combination
of classic and digital tools in investigative journal-
ism on Kazakhstan’s websites could be the use of
different sources of information and analytical tools
to achieve maximum objectivity and evidence of the
results of the investigation.

Conclusion

Through data journalism, audiences gain an
objective picture of reality by actively interacting
with content. It is necessary to be able to use the
basic tools of data analytics, navigate the platforms
of cross-border investigative journalism and be able
to apply modern mechanisms and approaches to as-
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sessing the credibility of facts. The experience of
the International Consortium of Investigative Jour-
nalists (IC1J) in the investigation “Panama Papers”,
offshore leaks, leaks from the Bahamas and the in-
vestigation of the “Paradise Papers™ is important for
the media and journalists of the Central Asian re-
gion to understand the need to actively develop data
journalism both at the local, national and regional
levels. To this end, it is essential to enhance the use
of data analytics and investigative techniques, as
well as to promote wider dissemination of publica-
tions prepared on the basis of joint projects.

It is recommended that university teachers be
trained in data journalism, that they be supported in
developing curricula, curricula and teaching aids on
data-journalism, and that data-labs be opened at the
faculties of journalism.

The government, for its part, should ensure ac-
cess to data, train government employees to work
with data and update databases in a timely manner.
Joint data-journalism investigations with colleagues
from other countries and with international data-
journalism organisations is also needed.
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