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DEEP FAKES IN THE DIGITAL MEDIA AGE:
OPPORTUNITIES AND THREATS

The article is devoted to an urgent problem today — the technology of deepfakes in the context of the
information society. Thanks to modern technologies and digital tools, the rapid development of artificial
intelligence (hereinafter — Al), the problem of deepfakes is becoming more widespread, as their influence
on public opinion, political decisions and knowledge is only increasing. Deepfakes provide opportuni-
ties for spreading false information, exerting political influence, and even manipulating the image (using
photos, videos and audio) of celebrities.

The aim of the article is to understand these technologies, identify the challenges and threats associ-
ated with them, and develop countermeasures.

The hypothesis of the study. In the era of digital media, deepfakes are powerful tool that can be used
both to create positive innovations in various fields (for example, entertainment, education, marketing,
etc.) and to spread disinformation and manipulation in the media space, which poses significant threats
to public and information security.

The practical significance of the work lies in the fact, that research in the field of deepfakes can
contribute to the development of tools and methods for detecting and analyzing this kind of content.

Research methods include general scientific, special scientific and specific scientific methods (con-
tent analysis, generalization, comparison, etc.).

The results of the study may be useful in further research of technologies deepfakes in the informa-
tion space, as well as being useful in recognizing false Al-generated content.

Key words: deepfakes, Al, generated content, fake videos, digital environment.
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Lindopabik meama adyipaeri auncpeikrep:
MYMKIHAIKTEpP MeH KayinTep

byA Makaaa 6yriHri KyHHiH ©3eKTi MaceAeciHe — aknapaTTblK KOFaM KOHTEKCTIHAEri AMndenk
TEXHOAOTMSCbIHA apHaAFaH. 3amaHayu TEeXHOAOIMSIAAP MeH UMMPAbIK, KYPaAAAPAbIH, >KaCaHAbI
MHTEAAEKTIH (6yAaH opi — AM) KapKbIHAbI AaMYbIHbIH HOTUXKECIHAE TepeH dekTep NpobAemMachl KeH,
Tapana 6acTaAbl, ©MTKEHI OAAPAbIH KOFAMABIK, MiKipre, cascy wewiMAep MeH BGiAiMre acepi Tek Kyluere
Tyceai. TepeH (erkTep >KaAFaH aknapaTTbl TapaTyFa, CasCU bIKMaA eTyre, TiNTi aTakTbl aAaMAAPAbIH
UMMAXKIH ((DOTO, BUAEO XKOHE ay AMOHbI MarAaAaHy) MaHUMYASLMSIAAYFa MYMKIHAIK 6epeai.

BbyA MakaAaHbIH, MakcaTbl — OCbl TEXHOAOTMSIAAPAbI TYCiHY, OAapMEH 0aiiAaHbICTbI CblH-KaTepAep
MeH KayinTepAi aHblKTay >kaHe KapcChbl LapaAapAbl a3ipAey. 3epTTey rmnoTesachbl: UMGPAbIK MeAMa
ASYipiHAE TepeH (hernkTep apTYPAI CaranapAa (MbICaAbl, OMbIH-CaybIK, GiAiM 6epy, MapKETUHT >koHe T.0.)
OH, MHHOBaLIMSAAPAbI >Kacay YLIiH A€, KOFaMAbIK, XK8He akmnapaTTbIK, Kayincisaikke anTapAbiKTam Kayin
TOHAIPETIH MeAMa KEHICTIKTe >KaAFaH aknapaT NMeH MaHWMyAsSUMSIAApAbI TapaTy YLiH Ae MariAaAaHyFa
60AaTbIH KyaTTbl KypaA 60AbIN TaObIAAAbI.

PKYMBICTbIH, MPaKTUKAAbIK, MaHbI3ABIAbIFbI — AMMQENK 3epTTeYAEpPi OCbIHAAM KOHTEHTTI aHbIKTay
>KOHE TaAAay KyPaAAapbl MEH SAICTEPIH >KacayFa bIKMaA eTyi MyMKiH.

3epTTey sAiCTepi XaAMbl FbIAbIMM, apHaibl FbIAbIMU >KOHE HAKTbl FbIAbIMU 9AICTEPAi (Ma3MYHADI
TaAAQy, >KaAMbliAQy, CaAbICTbIPY >XOHe T.0.) KaMTWAbl. 3epTTey HOTMXKEAepi TEXHOAOIMSIHbI OAAH
opi 3epTTeyAe namaasbl GOAYbl MYMKIH aKknapaTtTbiK, KEHiCTIKTeri AMndenkrep, CoOHAar-aK, XKaAraH
>KaCaHAblI MHTEAAEKTYaAAbl Ma3MyHAbI TaHy Ke3iHAE ManAaAbl OOAYbI KEpek.

Tyiiin ce3aep: amnderktep, AU, >kacaaraH Ma3MyH, >XKaAfraH 6eiiHeAep, CaHAbIK, OpTa.
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Aundpeitku B anoxy unmdpoBbix meamna:
BO3MOXXHOCTHU M yrpo3bl

AQaHHas CTaTbsl NOCBSLLEHA aKTYaAbHOM HAa CErOAHSILLIHMIA AeHb MPOOAEME — TEXHOAOTUM AUNdei-
KOB B KOHTEKCTe MH(OpMaUMOHHOro obuiectsa. baaroaapsi COBpeMEHHbIM TEXHOAOTMSM U LMPO-
BbIM MHCTPYMEHTaM, CTPEMUTEAbHOMY Pa3BUTUIO MCKYCCTBEHHOTO MHTEAAEKTA (aaree — M) npobae-
Ma AMNENKOB CTAaHOBUTCS BCe GOAEe PacnpOCTPAHEHHOM, MOCKOAbKY MX BAMSHME HA OOLLECTBEHHOE
MHeHMe, MOAUTUYECKME PeLLeHMs M 3HAHUSI TOAbKO YCUAMBAeTCs. Annderku NpeAOCTaBASIOT BO3MOXK-
HOCTU AAS PACPOCTPAHEHMs AOXKHOM MH(POPMaLMM, OKa3aHUS MOAMTUUECKOrO BAUSIHUS U AQXKe MaHW-
MyAMPOBAHUS UMUAXKEM (MCMOAb30BaHMe (hOTO, BUAEO U ayAMO) 3HAMEHUTOCTEN.

LleAblo AQHHOW CTaTby SIBASIETCS MOHUMAHUWE 3TUX TEXHOAOIUI, BbISIBAEHME CBSI3aHHBIX C HYMMW Bbl-
30BOB M yrpo3 1 paspaboTka mep npoTrMBoaeicTBus. Tunoresa nccaepaoBaHms: B 3roxy LMpPOBbIX
MeAMna AUNenkn NPeaCTaBASIOT COO60M MOLLHbIA MHCTPYMEHT, KOTOPbI MOXET MCMOAb30BaTbCsl KaK
AAS CO3AQHUS TIOAOXKMUTEAbHbIX MHHOBALIMI B Pa3AMUHbIX 06AACTSX (Hanpumep, cepbl pasBAeUEHMI,
006pa3oBaHMs, MapKETUHIA U T.A.), TaK U AASl PACTIPOCTPAHEHNS AE3MHDOPMALIMM 1 MAHWUTTYASILIMIA B Me-
AMANpPOCTPAHCTBE, YTO MPEACTABASIET 3HAUMTEAbHbIE YIPO3bl AASI OOLLIECTBEHHON M MH(OPMALIMOHHOM

6€e30MacHOCTU.

r]paKTVILleCKaH 3HAYNMOCTb paGOTbI 3aKAKOYaeTCd B TOM, UTO NCCAEAOBaAHUSA B obAacTn AVIHCIDGVIKOB
MOryT Ccrnoco6CcTBOBaTh pa3pa60TKe MHCTPYMEHTOB 1 METOAOB 06Hapy>|<eHml M aHaAM3a Takoro poaa

KOHTEHTa.

MeToAbl MCCAEAOBAHUSI BKAIOHAIOT OOLLEHAYyUHbIe, CreLMaAbHO-HayYHbIE M KOHKPETHO-HAYy4Hble
METOAbI (KOHTEHT-aHaAM3, 06006LIeHMEe, CPAaBHEHME U AD.).

Pe3yAbTaTbl MCCAEAOBAHUSI MOTYT ObITb MOAE3HbI MPU AAABHEMLLNX MCCAEAOBAHMSAX TEXHOAOIMI
ANNDENKOB B MH(POPMALIMOHHOM MPOCTPAHCTBE, a Tak>Ke ObiTb MOAE3HbIMM MPU PACMO3HABAHMM AOXK-

HOro, CreHepmMpoBaHHOIo N KoHTeHTa.

KaroueBble caoBa: amndperiku, M, creHeprpoBaHHbIi KOHTEHT, AOXKHbIE BUAEO, LMPOBas cpeaa.

Introduction

Relevance of the research topic. Digital eth-
ics refers to the moral principles and standards that
define the ethical behavior and responsibilities of
individuals, organizations, and governments in the
digital environment. This includes considerations of
fairness, transparency, confidentiality, and security
of the impact of technology on individuals and so-
ciety as a whole. In today’s interconnected world,
where digital technologies such as artificial intel-
ligence, big data analytics, etc. Ubiquitous, digital
ethics play a crucial role in how we interact with
technology and with each other. The new digital re-
ality of recent years, in most technological solutions
of which artificial intelligence (Al) is the core, has
significantly distorted the human perception of the
difference between reality and fiction. One of the
main “erasers” of such a facet is deepfake technol-
ogy, which can be described as an automated tech-
nique, i.e. machine synthesis of audiovisual digital
content (images, audio, video, and even text) in
order to create modified and at the same time the
most realistic content (Kapitanov A., 2022, https://
russiancouncil.ru/analytics).

Deepfake technology can be used in some cases
for entertainment or artistic purposes, as well as for
malicious purposes. For example, fake videos of po-
litical leaders, celebrities, or other public figures can
lead to the dissemination of misleading news or ma-
nipulation of people. That’s why deepfake technol-
ogy is also causing legal and ethical problems and
attracting more and more attention. Today, interna-
tional standards of journalism play an important role
in the fight against disinformation and fake news, as
they allow us to establish rules of ethics and profes-
sionalism that help journalists identify and prevent
the spread of fake information. Deepfakes, that is,
fake videos or images created using artificial intel-
ligence technologies, are a serious threat to public
trust in the media. Modern media should follow the
principles of honesty, accuracy and reliability of in-
formation, which are enshrined in ethical norms and
international standards of journalism. Compliance
with these standards helps to strengthen trust in the
media and prevent the spread of misinformation. In
our opinion, journalists should be especially atten-
tive to the content they publish and carefully check
the sources of information in order to avoid mis-
information and help society distinguish real news
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from fake news. The problem of deepfakes is an in-
creasingly serious threat to society in the context of
modern digital media space. With the advent of deep
learning and artificial intelligence technologies, the
ability to create high-quality fake videos and audio
materials has become more accessible, which can
lead to the spread of misinformation, manipulation
of public opinion, violation of privacy and trust.
Today, fake news can be perceived not only from
a negative, but also from a positive side. The topic
of deepfakes in the era of digital media is extremely
relevant and important in the modern information
society, because with the rapid development of
technologies for creating and distributing content,
it has become possible to easily and quickly create
realistic videos, photos and audio recordings that
can be easily mistaken for reality. Thus, the study
of deepfakes and the development of methods for
detecting and combating them is becoming increas-
ingly necessary in the context of the modern infor-
mation space. We believe that the active coverage
of this problem in scientific publications contributes
to raising public awareness and contributes to the
development of effective strategies for maintaining
information security. The purpose of the study. The
purpose of this study is to study the technology of
creating deepfakes and their impact on the informa-
tion environment.

Research objectives:

- to analyze the literature on this topic;

- to study the basic technologies for creating
deepfakes;

- identify deepfake recognition methods;

- develop recommendations for recognizing
deepfakes.

The object and subject of the study. The ob-
ject of research is deepfakes, that is, fake media
content created using technology, special programs
and artificial intelligence. The subject of the study is
the causes of the appearance of deepfakes, methods
of their creation, as well as ways to protect against
them in the modern media space.

Research methods. To achieve the aim of the
study, a set of general scientific, special scientific
and specific scientific methods were applied. Also,
during the research, such methods as analysis, gen-
eralization, deductive, inductive, comparative, sys-
tem-structural, etc. were used. The practical signifi-
cance of the study.

Practical significance. This research has practi-
cal value for various stakeholders, including jour-
nalists, various media organizations and a wide
audience, as it helps to raise awareness, improve

46

ethical standards and develop new methods to com-
bat deepfakes.

Literature review

Recently, technologies for creating fake photos
and videos have become widespread, which, using
a computer image synthesis technique based on ar-
tificial intelligence, transfer facial features from a
human image to a target photo (video recording)
with a high degree of verisimilitude. Despite the
fact that these images (videos) are fictitious, they
can be posted on the Internet as allegedly real. We
are talking about technologies called deepfake, this
term comes from English words deep learning (Rus.
— mryounrHoe o0yuenue) and fake (Dobrobaba M.B.,
2022).

Scientists all over the world are engaged in the
study of the problem of deepfakes. Let’s consider
different approaches to the interpretation of this
term.

«Fake news includes both misinformation and
denial of veracity, with the latter two differing in
their degree of veracity and intent. Disinformation
reflects the dissemination of false information that
is known to be false by the person disseminating
the information, and thus reflects lies and malicious
intent. Disinformation refers to the dissemination
of false information that is perceived by the sender
as true, thereby reflecting a lie and lack of malice»
(E. Aimeur, S. Amri, G. Brassard, 2023; N. Nour, J.
Gelfand, 2022).

Fake videos or deepfakes are audiovisual fakes
deliberately created to suggest that someone did or
said something that never happened (Chesney R.
& Citron D. K.; Nelson A.& Lewis, J. A., 2019).
It should be noted the exponential leap caused by
these manipulation mechanisms and their ability to
dramatically and shockingly distort reality. Added to
this is the possibility of rapid and widespread dis-
tribution and the fact that they can be used by users
who do not necessarily own a wide range of tech-
nologies. As a result, deep forgeries are becoming
more realistic and resistant to detection. Deepfakes
are synthetic videos that look very similar to real
ones. (Vaccari, C., Chadwick, A., 2020). As for the
history of the appearance of this phenomenon, it is
known that deepfakes appeared a long time ago, so
one of the most famous photographs of former US
President A. Lincoln, published after his death in
1865, is a distant ancestor of the modern deepfake.
In the picture, the head of the American president is
superimposed on a photorealistic engraving of 1852
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depicting the Vice President of the United States, J.
Calhoun, which was made on the basis of a previ-
ously painted portrait in oil (R. Chawla, 2019).

In December 2023, the Council and the Europe-
an Parliament reached an interim agreement on what
will be the first Artificial Intelligence Law within
the EU to guarantee safe and transparent Al. The
ultimate goal is to promote the introduction of reli-
able human-centered Al and protect health, safety,
fundamental rights and democracy from its harm-
ful effects (European Parliament, 2023). Among the
methods banned by Al for its intrusive and discrimi-
natory use, MEPs named the non-selective extrac-
tion of facial images from the Internet or images
from CCTV cameras to create facial recognition
databases. Fines for non-compliance with the afore-
mentioned law range from 35 million euros, or 7% of
the total turnover, to 7.5 million fines. The use of Al
in the dissemination of content through social net-
works and, in particular, in its application to audio-
visual materials is of particular relevance; Although
this new technology opens up opportunities in many
fields such as artistic, audiovisual and graphic cre-
ativity, it also presents a challenge for citizens who
need to create content (Francisco Javier & Ruiz del
Olmo, 2014: 2). Researchers Shahid et al. note that

most users lack the skills and desire to detect fake
videos and are unaware of the risks and harms as-
sociated with this type of forgery. In particular, in
countries such as India, where the named authors
conduct their research, the fact is emphasized that
even when users know that this is a fake video, they
prefer not to take any action and sometimes volun-
tarily share videos that do not correspond to real-
ity, but which contribute to their worldview (Sha-
hid, F., Kamath, S., Sidotam, A., Jiang, V., Batino,
A. & Vashistha, A., 2022). Recently, there has been
a change in the trend in the use and consumption
of online discourses, preferring or relying on audio-
visual discourse. The popularity of video platforms
such as TikTok, Instagram, or YouTube encourages
video consumption at the expense of text. Thus, the
growth of the video format is not only unstoppable,
it has already taken its place in the Internet space —
this is evidenced by the Digital News Report, which
says how in 2023 There has been a gradual decrease
in activity on traditional platforms such as Face-
book, while it has increased on TikTok and other
networks based almost entirely on the video format.
Video news consumption is also growing in abso-
lutely all markets (Neuman, N., Fletcher, R., Eddy,
K., Robertson, C.T. & Nielsen, R. K., 2023).

Figure 1 — An example of 19th century deepfake technologies
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Discussion and results

A review of the literature allows us to narrow
down the available interpretations of deepfakes,
thus it can be summarized that deepfake is a form
of artificial intelligence (Al) that generates video,
images and, often, audio that can change or create
images of people, events and objects in reality. Al

Table 1 — Types of deep fakes

can create or manipulate images, videos, and au-
dio that look and sound realistic. This is no longer
hypothetical, as more and more fake images and
videos of famous actors, politicians and influential
people are circulating on the Internet, not exclud-
ing Joe Biden, US President Tom Cruise, actors
Keanu Reeves or deceased stars such as Freddie
Mercury.

Type of deep fake

Description

Examples of using deep fakes

Facial deep fakes

Replacing or changing a face in an image
or video.

Fake videos with famous people, various
jokes and memes.

Voice deep fakes

Generating or changing a voice to mimic
another person’s speech.

Fake phone calls, using voices in
celebrities.

Text deep fakes

Creating a text that mimics the writing
style of another person.

Fake news, fake correspondence.

Deep action fakes

Replacing or changing the movements of
people in the video.

Creating unrealistic videos, for example,
videos with accidents, catastrophes

Deep fake scenes

Generate new scenes based on real videos
or images.

Movies, commercials.

Deep fake Images

Completely artificially created images
that look like real ones.

Creating fake profiles on social networks,
news.

Perhaps the first serious scandal with deep forg-
ery broke out in 2020 around the falsified Extinction
Rebellion Belgium video, in which Belgian Prime
Minister Sophie Wilm Als spoke about the relation-
ship between the coronavirus pandemic and climate
change. The artificial intelligence used to create
the video was able to manipulate a person’s facial
expression, facial expressions and voice. The fake
video was taken seriously by many, it caused a wave
of outrage and praise, emphasizing that the “post-
truth era” is unregulated and temporary, in which the
authenticity of media content, along with the role of
a media gatekeeper, has come to naught, and there
is nothing definite, even if we see it with our own
eyes. It is extremely difficult to detect and verify
explicit videos or fake photos, especially consider-
ing that they are mainly published on social media
platforms, which are inherently limited in modera-
tion and fact-checking capabilities. Deepfake tech-
nology is becoming more advanced every day and
is available to an increasing number of people who
do not require a high level of programming or video
editing experience. In theory, this technology can be
used for harmless purposes such as entertainment,
education, research or the arts, but it can also pose
a serious danger to the individual and society, such
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as spreading false information, influencing public
opinion, violating people’s privacy rights, damag-
ing reputation, etc. For example, on some Russian
websites, advertisements for weight loss pills often
flashed using photos of singer Rosa Rymbaeva, pro-
ducer Bayan Alaguzova. “Photos of the People’s
Artist of the Kazakh SSR, singer Roza Rymbaeva
appeared on advertising banners on various Russian
websites. In the pop-up photos, the singer allegedly
advertises a weight loss product. According to the
artist’s son Ali Okapov, the singer herself is current-
ly resting, but her family already knows about the
appearance of such photos on the Internet. He noted
that these are “fake” photos, and Rymbaeva does not
actually advertise weight loss products.” (https://
tengrinews.kz/show/reklama-sredstva-pohudeniya-
rozoy-ryimbaevoy-poyavilas-238670/).

Artificial intelligence will do a lot in the com-
ing years, and today we should expect a very seri-
ous coexistence of man and machine. Despite all
the advantages of Al development, today, unfortu-
nately, neural networks have also become a tool for
scammers. “Every third citizen of Kazakhstan sees
on YouTube invitations to participate in foundations
on behalf of the President of Kazakhstan Kassym-
Jomart Tokayev, our deputies. The worst thing is that
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many people believe this and, at least, follow the
link. Scammers also use the “faces” of famous Ka-
zakhstani bloggers, who allegedly share the secrets
of their success and attach links to dubious sites.
Another method of fraud using neural networks is a
voice message from a relative asking them to send
money to the specified account. It is very difficult to
distinguish the truth from a fake here. By the way,
scammers take the voice for such messages from
spoken videos on social networks and voice mes-
sages in personal dialogues and shared chats. Cre-
ating a fake voice message costs a fraudster half a
dollar. At the same time, neural networks can create
conflict situations in social networks (https://mk-kz.
kz/social/2024/02/14/ ).

Artificial intelligence today calls into question
the credibility of everyone and everything, and will
also affect what people believe to be true. How can
you protect yourself? When we consider how arti-
ficial intelligence can affect authenticity or what is
considered to be true, it is worth considering these
methods separately, and we need not only to assess
the current situation, but also to be prepared for ex-
pected situations in the coming months and years.
Dangerous technologies are readily available and it
is obvious that artificial intelligence with generative

LLlyTouHas necHsa npo Ockap Ha l'onybom oroHbke!
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language models is practically capable of creating
perfect text today, and it can also do this individu-
ally for each victim or company, automatically and
continuously changing the text material used. Today,
we interact with most people and even companies
through emails, messaging programs, and chats. It’s
worth checking how many types of messaging or
chat apps are installed on our devices. Therefore, it
is important to understand that if attackers want to
copy or use the authority of a person or company,
they can do so even using a text message sent by
artificial intelligence. Today, you can even commu-
nicate on behalf of a service provider or a dedicated
manager with any number of people, using artificial
intelligence, tirelessly, for 7-24 hours. When the
first programs for creating deepfakes became pub-
licly available in 2017, they were used mainly for
entertainment — surely you have at least once tried to
age yourself with a filter or checked how you would
look like the characters of Harry Potter or Soviet
comedies. Nicolas Cage is one of the most popular
characters in comic dipfakes. So, the author of the
YouTube channel “Battletoads Inc.” used a face-
swapping system to replace Cage’s face with all the
participants of the New Year’s TV show (https://vg-
times.ru/news/73934).
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Figure 2 — Deepfake using the image of Nicolas Cage

But it quickly became clear that, like any other
technology, deepfakes can be used for more destruc-
tive purposes. Let’s look at programs for creating
deepfakes that use machine learning and artificial

intelligence technologies to create realistic fakes of
video materials, images and audio recordings. These
programs can vary in complexity of use and func-
tionality.
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Table 2 — The best neural networks for creating deepfakes

Application Description
DeepFaceLab Description: One of the most popular and powerful tools for creating deepfakes. It is used mainly for video.
p Features: Allows you to create and edit deepfakes with high precision. It has many settings to improve the
image quality. Platform: windows.
Description: An open source project that allows users to share faces on videos or images.
FaceSwap | Functions: Supports multithreaded processing and provides various algorithms to improve the result.
Platform: Windows, macOS, Linux.
Description: A mobile application that has gone viral due to its ability to quickly and efficiently replace faces on
video.
Zao Features: Easy to use and instant results. The user uploads his photo, and the app inserts his face into the
selected video clips.
Platform: i0S, Android.
Description: An application that uses Al to style images and create deepfakes.
Deep Art Features: Applies various artistic styles to photos and videos, giving the impression that they were created by
Effects famous artists.
Platform: Windows, macOS, Android, iOS.
Description: An application for mobile devices that allows you to share faces in photos and videos.
Reface Features: Quick creation of deepfakes, a variety of available templates, the ability to share the results on social
networks. Platform: i0OS, Android.
MyHeritage’s | Description: An application that allows you to animate old photos, creating the effect of animated portraits.
Deep Nostalgia | Features: Animation of faces in photos, image quality improvement.

From the table, you can see that deepfake creation
programs provide users with the ability to create amaz-
ingly realistic videos and images, despite the fact that

their use raises

ers should be aware of the need to use these technolo-
gies responsibly to avoid potential abuse and negative
consequences. Next, let’s look at examples of the use

important ethical and legal issues. Us-  of deep fakes in the modern media environment.

Table 3 — Examples of using deepfakes in the modern media space

Example Description Using
Entertainment | Applications that allow users to replace faces with . . .
S . Personal entertainment, creating humorous videos.
applications videos, such as FaceApp and Reface.
Political Deepfakes used to create fake videos featuring i . . . . ..
) o Misinformation, manipulation of public opinion.
campaigns politicians.
Media and film Restoration of the appearance of actors who Creating special effects, restoring old frames, replacing
industry cannot participate in the filming. actors.
Pornographic Unauthorized videos with framed faces of . L .
deepfakes celebrities or individuals. Cyberbullying, blackmail, violation of privacy.
Educgtlonal Creating historical reconstructions using deep Historical reconstruction, educational materials.
projects fakes for educational purposes.

Fraud, social engineering (Social engineering is a
method of obtaining information that involves the use
of incompetence, unprofessionalism, negligence, fear
or greed of a person. During the attack, the fraudster

Fraud and Using deepfakes to create false videos in order to establishes contact with the carrier of the necessary
extortion extort money or information. information, disposes to himself, promises benefits or
misleads, trying to obtain information that he can use

for blackmail, theft of money or other assets. Social
engineering involves both the use of a computer and a

phone, mail correspondence, SMS, etc.)
Marketing and Using deepfakes in advertising campaigns to Increased audience engagement, creative advertising
advertising create unique content. solutions.
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1. An analysis of the Internet content shows that
deepfakes are used in a variety of fields, for exam-
ple: 1. The sphere of politics. Nowadays, cases of
using deepfakes to discredit election candidates by
creating fake videos where they make dubious state-
ments have become more frequent.

2. The sphere of cinema. One of the first ac-
tors to be “resurrected” on the movie screen was
the famous actor Bruce Lee. But computer graph-
ics did not exist in those years, at least in the sense
that there is in the world today. Then, in 1973, film-
makers used mirrors and photo cuts to “generate”
the right shots and complement the story with dia-
logue. In the movie “Rogue One: Star Wars. Sto-
ries” (2016) used a deepfake to recreate the image
of actress Carrie Fisher as the young Princess Leia.
To create a virtually rejuvenated Leia, the Organs
used CGI technology and Norwegian actress In-
gvild Deila, combining her game with images of a
young Carrie Fisher. The movie “Rogue One: Star
Wars. Stories” was released in 2016 — the same year
that 60-year-old Fisher passed away. A representa-
tive of the ILM studio responsible for digitalization
claimed that the actress saw this version of herself
and fully approved.

3. The porn industry. According to Bloomberg,
during the boom of artificial intelligence, the num-
ber of pornographic deepfakes created without
consent has increased dramatically — the number
of videos has increased nine times since 2019. In
May 2023 alone, about 150,000 videos appeared on
30 sites, which received a total of 3.8 billion views.
Most of these sites offer libraries of fake programs
with celebrity faces transplanted onto the bodies
of porn actors (https://adpass.ru/porno-s-bolshim-
intellektom).

4. The field of education. With the help of a
deepfake, you can conduct online lectures for stu-
dents. Students will be able to choose for themselves
what their teacher will be — with the appearance of
Cristiano Ronaldo or Einstein. The neural network
allows you to create animations with historical char-
acters for educational projects, such as a video with
a live image of Albert Einstein explaining the theory
of relativity.

5. Financial sector: Fraudsters have become
more active in using deepfakes in the financial tech-
nology sector. Today, the neural network has learned
to imitate the real voice of a person giving instruc-
tions to do something, and these are completely new
risks. Most of all, banks fear that scammers will be
able to use deepfakes to pass voice authentication,
used to verify customers and provide them with ac-

cess to their accounts. These examples demonstrate
both positive and negative uses of deepfake technol-
ogy in the modern media space. “Today, technol-
ogy is increasingly being used not only to create
fake news, but also in fraudulent schemes. In 2023,
cases of deepfake fraud increased 31 times world-
wide. With the help of deepfakes, attackers extort
money from ordinary people and corporations, cre-
ate pornography, and use technology to politically
discreditation” (https://factcheck.kz/metodika-fch/
kak-raspoznat-dipfeyk-video).

How to recognize a deepfake? Deep forgery can
seem so plausible that it is quite easy to believe ev-
erything that is shown or told to us. Despite the im-
pressive capabilities of deepfakes, with a little atten-
tion and common sense, you can avoid the pitfalls
of this kind of technology. What people should pay
attention to:

1. The sharpness of the voice. If there is a face
on the video but no sound, there is the first reason
for suspicion. The deepfake software uses audio re-
cordings pre-recorded using a mobile phone or com-
puter, which can be distorted with shades other than
the original voice. It is important to be wary if the
video lasts for several seconds.

2. Paying attention to non-verbal gestures. Fake
news creators usually use templates, which are then
overlaid with different faces based on the number of
hours spent on each creative. If there are failures in
the synchronization of sound with the movement of
lips, eyes or head, or even inconsistencies in speech,
it is more than likely that we are dealing with a deep
forgery.

3. The presence of imbalances. Synthetic faces
are almost indistinguishable from real ones, and
this can cause a false sense of authenticity. How-
ever, there are certain natural movements that the
algorithms have not yet been able to reproduce. If
the main character’s face is disproportionate to the
size of his head and body, or his facial expressions
do not match the poses he takes, perhaps we see a
deepfake.

4. Paying attention to the mouth and eyes. It is
possible to determine whether a person is a fake if
he blinks involuntarily or unnaturally, or if he does
it several times. Another aspect of reality that is dif-
ficult to reflect is the color of people’s lips and the
shape of their tongues and teeth when they talk. You
should also pay attention to the winking of the per-
son in the video. To determine if a video is a deep
fake, you can focus on the number of blinks. The av-
erage person blinks almost 10 times a minute. How-
ever, in some deep fake videos, this number can sig-
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nificantly exceed or fall below 10. Of course, many
people may not notice this when watching a video,
so by paying attention to a person’s blinking reflex,
you can determine whether the video is a deep fake,
thereby verifying its authenticity.

5. The use of specialized tools. Today, tech-
nologies are developing so rapidly that for every
malicious technology or software there is always a
counteraction, regarding deepfakes, several applica-
tions and programs can be named designed to detect
deepfakes, for example:

Deepware Scanner is a special application for
detecting deepfakes. Reality Defender is an online
tool for detecting deepfakes in images and videos.

Deepfake-o-meter is a service for analyzing vid-
eo content for deepfakes.

The artificial intelligence industry, led by com-
panies such as OpenAl, Google and Meta, is under
increasing pressure as the global public demands re-
sponsibility for the content created by its products.
Experts expect the industry to prevent users from
creating misleading malicious materials and offer
a way to track their origin and distribution. Today,
calls to trace the origin of content using artificial
intelligence are becoming increasingly desperate.
In recent months, audio and video materials have
already influenced political campaigns and voting
in Slovakia, Taiwan and India. The new OpenAl
forgery detector can help to cope with the problem,
although, in our opinion, it will not solve it com-
pletely.

Conclusion

The rapid development of artificial intelligence
and what it can and can do today is causing a lot of
discussion. All these innovations often delight peo-
ple, but they can go so far that people cannot always
understand what is real and what is the product of
artificial intelligence. We found out that Deepfakes
are fake or forged audio recordings, videos, or visual
effects, usually created using neural networks. For
example, a person’s video can be changed very real-
istically, making it look like he is saying something
completely different from what he is saying in the
video. In the same way, you can use various visual
effects to make it look as if a person is doing some
action that he did not do, or said something. All this
can be done very realistically using multiple images
or videos. In modern times, audio, photo and video
content generation technologies have reached a very
high level. At the same time, even a very well-pre-
pared deepfake can (for now) be distinguished using
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specialized technologies. More recently, deepfakes
were made for entertainment or to annoy someone,
but now they are beginning to be used in the interests
of various companies — television, cinematographic,
etc. Actors no longer even need to personally voice
the characters of films or cartoons — technologies al-
low synthesizing any words and phrases allegedly
uttered by the actor himself (tonality, pitch of voice,
etc. is synthesized very accurately). The relation-
ship between deepfakes and international standards
of journalism is an important aspect in the context
of the spread of falsifications and disinformation in
modern media. And although, in general, deepfakes
pose more of a threat (ethically and legally) and they
are more negative in nature, this technology should
also have positive aspects. For example, deepfakes
can be created to raise awareness of social problems
existing in the world and to disseminate medical in-
formation on a large scale, since it can be adapted
in any language, which will expand access to data.
In the field of medicine, research can be con-
ducted that does not require real patients. In turn, the
use of fake images will allow artificial intelligence
programs to be trained to recognize more anoma-
lies, which will eventually lead to greater accuracy.
In education, this can be an important aid in learn-
ing, since teachers, for example, have the opportu-
nity to use videos with historical discourse created
in order to make lessons more attractive to students,
but warning that its incorrect execution can damage
knowledge if it is implemented. Using incorrect in-
formation. This tool will also have artistic purposes.
For example, museums could hold video projections
about various deceased artists, and thus one could
hear the statements they made during their lifetime,
as if they were speaking today. However, such use
would entail discussion of broader issues such as
copyright and the threat of plagiarism to existing
works. Deepfake is a tool that is constantly evolving
and is available to many people who, in certain cas-
es, may use it for other purposes, so legal and ethical
regulation of this technology is necessary. As part of
the study, we found that deepfake, for example, can
be used to use a fake identity or to steal money or
information through access to databases. In general,
we came to the conclusion that in most cases the use
of this technology is inappropriate: 96% of deepfake
videos found on the Internet contain unacceptable
and unauthorized content. Anyway, deepfakes, as a
form of information manipulation, contradict the ba-
sic principles of international journalism standards.
The creation and dissemination of disinforma-
tion using deepfakes can seriously undermine public



M.S. Yessimova, T.V. Shevyakova

confidence in the media, as well as lead to negative
social consequences. It is important for journalists
and the media to adhere to the principles of interna-
tional standards of journalism when working with
information, especially in the context of deepfakes.
This includes the obligation to verify the sources of
information, the importance of the reliability and
objectivity of the material, as well as providing spe-
cific facts for a correct understanding of events.

The fight against deepfakes requires joint efforts
on the part of journalists, the media, governments
and civil society. International journalism standards
can serve as a basis for developing strategies to
combat disinformation and protect society from the
harmful effects of deepfakes. It is also important to
educate journalists and the public about deepfake
recognition methods in order to reduce the likeli-
hood of their impact on public consciousness.
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